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Abstract

An intervention's effectiveness is judged by whether it produces positive outcomes for participants, with the randomized experiment being the gold standard for determining intervention effects. However, the intervention-as-implemented in an experiment frequently differs from the intervention-as-designed, making it unclear whether unfavorable results are due to an ineffective intervention model or the failure to implement the model fully. It is therefore vital to accurately and systematically assess intervention fidelity and, where possible, incorporate fidelity data in the analysis of outcomes. This paper elaborates a five-step procedure for systematically assessing intervention fidelity in the context of randomized controlled trials (RCTs), describes the advantages of assessing fidelity with this approach, and uses examples to illustrate how this procedure can be applied.

Introduction

Reviews of the literature have shown that higher fidelity of implementation is associated with greater treatment effects.1–3 Yet, it has also been the case that the assessment of fidelity has been far from universal and there has been great variation in how researchers conceptualize and measure
fidelity of implementation\textsuperscript{3–5}. O'Donnell\textsuperscript{4} lists seven definitions of implementation fidelity from health literature and six from educational literature, pointing out that the former tended to focus on the presence of program components, while the latter often emphasized changes in quality of practice. In the context of programs implemented in community organizations, Fixsen et al.\textsuperscript{6} separate fidelity into two types: personnel fidelity (the implementation of the actual intervention) and organizational fidelity (the implementation of intervention supports such as training and coaching). A frequently referenced and especially comprehensive definition of fidelity\textsuperscript{1} distinguishes five types: adherence (did implementers do what was expected?), exposure (did participants receive as much as expected?), quality of delivery (did implementers perform activities in the manner expected?), participant responsiveness (did participants follow through as expected?), and program differentiation (did the treatment condition differ from the control condition as expected?).

The multifaceted nature of fidelity, together with the absence of a unified approach to fidelity within and across research disciplines (e.g., education, health, social programs), have led researchers to employ a variety of terms (e.g., treatment integrity, adherence, competence, compliance) and even more varied operational definitions of fidelity and methods of assessing it. The confusion around fidelity and its measurement can best be addressed through an explicit, systematic framework for assessing fidelity of implementation; without such a framework, researchers may find it difficult to formulate a comprehensive plan for assessing fidelity and to follow that plan consistently. Furthermore, such non-systematic assessment of fidelity of implementation can decrease the quality and usefulness of fidelity data. The goal of this paper is to generate more precise guidelines for assessing fidelity the context of randomized controlled trials (RCTs) of educational and behavioral interventions. Specifically, this paper outlines a process for assessing intervention fidelity, which is the extent to which an intervention’s core components have been delivered as prescribed and differentiated from the comparison condition.

**Systematic Fidelity Assessment and Causal Inference**

Although some guidelines for fidelity assessment do exist\textsuperscript{3,4,8–10}, their usefulness is limited by their generality: often being developed based on literature from an array of fields and study types, with sufficient breadth that researchers could apply them to an equally broad array of study contexts. The generality in fidelity measures is matched by the tremendous variability in definitions of fidelity, which can lead to confusion in exactly what should be measured as a part of fidelity assessment. Without a focus for fidelity assessment, measuring anything related to implementation is justifiable, thereby leaving the researcher with a haphazard set of measures limited only by data collection resources. To combat these issues, this paper articulates a logical framework and processes for assessing intervention fidelity that strictly parallels the logical framework and processes for conducting randomized control trials (RCTs). While the framework does not answer all questions with respect to how a researcher should go about assessing fidelity in a particular RCT study, it does provide a sequence of steps that researchers could follow to be systematic in that assessment. The guidelines also serve to inform intervention designers as to the types of information researchers will need in order to design studies that systematically assess fidelity to their interventions.

Systematic fidelity assessment follows a pre-specified sequence of steps with a clear beginning point and final objective. A detailed description of the intervention is crucial, both in terms of its structural core components and the underlying theory for its processes. This allows researchers to specify what is meant by fidelity of implementation: the five-step model of fidelity assessment focuses on the core intervention components that then become the appropriate targets of fidelity measurement. This model includes linking the intervention core components to outcomes. Although not the only way to conceptualize and measure fidelity, such a systematic focus enables
researchers to prioritize and justify what is measured. Importantly, this definition of intervention fidelity is distinct from the assessment of organizational fidelity, which is limited to the implementation of supportive elements like staff selection, administrative training, and the provision of resources. These implementation core components are not part of the intervention model per se, but rather help support the implementation of the intervention core components.

The result of this systematic process is that it bolsters the argument for internal validity by providing explicit evidence about intervention effectiveness as a result of implementation. However, true claims to cause and effect are most strongly made through the randomized experiment, and more specifically the intent-to-treat (ITT) model. As detailed by both Rubin and Holland, random assignment of multiple individuals to mutually exclusive conditions presents the ideal solution, given that randomization diminishes the probability of different characteristics of individuals (or setting or timing or any other element that is randomized) covarying with the cause. Statistical treatment of such a study’s results allows for the determination of the average causal effect, that is, the difference between mean outcomes for the group that experienced the cause and the group that did not. Strictly speaking, what differs between the treatment and control groups is not the exposure of its members to the cause but the intent to be exposed (i.e., the individual’s assignment to condition). Everything that follows assignment to condition may be described as the effect of assignment.

The ITT experimental model is the gold standard for determining the effects of causes. However, by enclosing everything between the assignment to condition and the experimental outcomes within a metaphorical “black box,” there was no conclusion why intervention effects did or did not occur. In Figure 1 (and all others unless specified otherwise), time moves from the left side to the right, and arrows point from causes to their effects. The standard ITT experimentation model does not measure anything inside the black box, so it is not possible to describe the processes, including intervention fidelity, that led to the measured outcomes of the intervention (nor of the control condition). Because implementation necessarily occurs after assignment, intervention fidelity is enclosed in the black box and can be described as an effect of assignment. However, this also means that the effects of variations in fidelity cannot be established using the ITT model, as this variation occurs after assignment to condition. In other words, variations in implementation are likely due to non-random factors such as contextual and personality variables exogenous (or outside of) the ITT framework.

Figure 1
The ITT experimental model
Why Assess Intervention Fidelity?

While not strictly causal analyses, fidelity assessment can supplement the ITT model by filling in the black box with a model of the intended intervention processes, and by measuring these processes to determine the extent to which they were actually present during the experiment. It is by means of such explanations that researchers move from pure statistics to conclusions about why the intervention worked (or not), and the implications for future research and real-world knowledge. Explaining experimental results can also have important influences on policy and funding decisions: explaining non-significant experimental results as simply as “the intervention doesn’t work” may result in the loss of support for its funding and implementation in the real world. Fidelity assessment can elevate the inevitable attempts to explain outcomes above subjective opinion. In fact, useful information can be gained from experiments with “failed” interventions by describing where the implementation deviated from theory, if applicable. If an intervention was not implemented as intended, then explaining null results by characterizing the intervention as inherently ineffective may not be appropriate. Furthermore, identifying components that were implemented poorly may guide future research. Not only does measuring fidelity allow one to confirm construct validity within the experiment, it also assists in generalizing the results of experiments with “successful” interventions by describing what exactly was implemented and worked, and thus what should be replicated. Note how this echoes the call from Institute of Education Sciences (IES) to identify “What works in education, for whom, and under what circumstances”.12 (p. 3)

However, measuring fidelity in the treatment condition, and indexing the degree to which the treatment was implemented as intended, is not enough. In order to make the causal claim that the presence of the intervention causes differences in outcomes, the extent to which intervention core components exist within the control condition also needs to be assessed. As with most educational and behavioral interventions, the core components are unlikely to be completely novel and may overlap with best practices or business as usual. Thus, core components of the intervention may appear to some degree in the control condition, resulting in less contrast between conditions and possibly weaker effects. For example, when studying the effects of an alcoholism treatment program delivered in a particular homeless shelter, even if admission to the shelter is randomly assigned, one must consider both the extent to which shelter residents receive treatment and the extent to which those assigned to the control condition receive similar help from other venues or even mistakenly from the treatment facility. Thus, fidelity assessment in both the treatment and counterfactual conditions allows the researcher to capture intervention strength as implemented (i.e., achieved relative strength [ARS]).13,14

Defining fidelity in the treatment group relative to the control group is entirely consistent with and extends Rubin’s model for assessing effects: just as Rubin's model defines effects as the difference of effects between conditions, it also follows that causes should be defined as the difference of causes between conditions. The researcher can now attribute the way effects differed to the way causes differed, completing the model. This requires valid and reliable measures of core intervention components that are linked to equally valid and reliable outcome measures. Fidelity measures must contain at least some indices that are sufficiently general (i.e., construct-based) to be applied to the control condition as well as the treatment condition. Finally, the extent to which intervention constructs are present in the two conditions must be differenced to calculate the strength of the intervention that was achieved in the treatment condition relative to the control condition. Calculation of intervention ARS is further described as part of the discussion of Step 5.

What Is Intervention Fidelity?

Intervention fidelity is the extent to which an intervention’s core components have been implemented (and differentiated from control conditions) as planned. Intervention fidelity fully opens the black box by measuring the processes linking implementation and outcomes. The rationale for considering the entire contents of the black box as intervention fidelity is twofold.
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First, the initial materials and activities of interventions are selected by their designers based on a
theory of processes. If these processes are not present during treatment as anticipated by the
designer, this is evidence that the intervention has not been implemented entirely as intended.
Second, fidelity assessment is the measurement of the causes of effects, and the initial components
of an intervention are rarely thought to directly and immediately cause the outcomes. Instead, the
effects of the initial cause proceed through a chain of causes and effects, as with dominoes in a line,
until the last cause results in the effect of central interest, the outcomes. This mirrors somewhat the
fidelity measurement approach advocated by Bellg and colleagues, the fidelity checklist they
developed for general health behavior interventions includes sections assessing not just
components like the intervention model, training of providers, and treatment delivery, but also
intermediate components of treatment receipt (e.g., subject’s comprehension of and ability to
implement intervention activities) and treatment enactment (e.g., subject’s performance of
intervention skills).

To illustrate, an intervention might involve training parents to provide their children with
rewards for making healthy food choices (such as eating more fruits and vegetables), with the
intended outcome being improved child health. A typical assessment of implementation fidelity
might examine how the training was conducted and whether parents offered rewards as intended.
An assessment of intervention fidelity could extend the examination to include whether children
took advantage of the rewards, the amount and frequency of fruit and vegetable consumption, and
even latent constructs such as improved attitudes toward healthy eating (if intended by the
designer). Intervention components like these, between initial implementation and outcomes, are
often (correctly) considered intermediate outcomes, but they are also intermediate causes: just as
the presence of rewards is necessary to cause increased healthy food choices, the presence of
increased fruit and vegetable consumption is necessary to improve child health, and the
measurement of both of these causes is necessary for the researcher to determine whether the
intervention was in place as intended. Likewise, the participants in an intervention often may be
considered intermediate implementers, their responses to the initial causes constituting the further
implementation of the intervention. These conceptualizations of fidelity are consistent with the
inclusion of process-related criteria, like participant responsiveness in fidelity frameworks; arguments for including treatment receipt and enactment in a full implementation model; and
with recommendations issued by the National Institutes of Health (NIH) Behavior Change
Consortium for best practices.

In practical terms, researchers may face several barriers to fully measuring the contents of the
black box, including limited resources and incomplete understanding of the intervention. A logic
model of the intervention may serve as a guide here (described in more detail in Step 1), directing
the researcher to channel resources toward measuring the most essential components under the best
available understanding of intervention processes, while indicating which particular components
remain unknown. Another concern is that assessing fidelity inside the black box involves
essentially correlational analyses. Statistical methods and software are available for conducting
analyses on appropriate data to provide evidence of causality, and researchers doing so are to be
applauded. However, this becomes more challenging under the complex conditions of a field study,
and it is understandable that such analyses are less likely to be applied to a secondary research
question like fidelity. Nonetheless, even in the absence of proof of causality between components,
it remains incumbent on researchers to measure the existence of components: if researchers spend
pages justifying funding requests and explaining results based on a theory that A causes B and B
causes C, they should at least collect evidence that B exists.

The driving theme of this paper is the imperative that researchers be as careful and complete in
measuring causes as they are effects, and so intervention fidelity calls for measuring every relevant
cause, to the extent possible, even if it is also an effect. Some researchers who do not conceptualize
fidelity in this way may object to applying the label “fidelity” to such assessment, even after
distinguishing it as intervention fidelity. So long as researchers agree that measuring causes is essential for understanding what works in the context of an RCT, the particular terminology is less important. Furthermore, the value of the five-step process described herein is not contingent on acceptance of this definition of fidelity. Rather, model-based fidelity assessment depends first on the intervention models, which may be specified with as much or as little elaboration of processes as desired.

The Five-Step Model of Intervention Fidelity Assessment

Fidelity assessment, by looking inside the black box to measure the extent of implementation, can explain the effects of causes. Such a model-based approach to fidelity assessment can be more systematic and serve as a template to intervention developers and researchers. To that end, described below is a five-step process for assessing intervention: 17 (1) specify the intervention model, (2) identify appropriate fidelity indices, (3) determine index reliability and validity, (4) combine indices where appropriate, and (5) link fidelity to outcomes where possible. These steps are illustrated using examples from a review of published intervention studies 18 and elsewhere.

Step 1: Specifying the intervention model

The precise contents of the black box will depend on the particular intervention because different interventions achieve their effects in different ways. In general terms, when looking inside the black box, one finds the independent variables whose manipulation constitutes the intervention and any mediating variables that ultimately convey the effects of the cause to affect outcomes (i.e., the dependent variable(s) of the experiment).

The contents of the black box, as well as their outcomes, can be represented in two ways. If these elements are represented in practical terms, describing the activities and resources that will be involved in the intervention's implementation within the context of a specific experiment, this is the logic model (sometimes called “operational logic model” or “operational model”) 19. Intervention developers or evaluators frequently create logic models to guide implementation. When the model depicts only the essential intervention elements, representing them in conceptual terms by describing the constructs that underlie activities and resources and effect outcomes, this is the change model (sometimes called “theory of change,” “conceptual logic model,” or “conceptual model”). 19,20 For complete assessment of intervention fidelity, it is necessary to describe both models, beginning with the change model.

Specifying the change model

The change model consists of whatever constructs the intervention designer believes will be involved in the causal process, in whatever causal relationships the designer envisions. Most interventions have a change model, though this may only be implicit in the developer's understanding of the mechanisms by which the intervention operates. As noted above, the change model is a hypothetical set of constructs and their relationships created by the researcher; and like any hypothesis, it need not have a rational or empirical foundation nor even be plausible in order to be tested. Realistically, however, the functioning of most interventions does have some rational, theoretical, and/or empirical foundation that can and should guide change model development.

The value of a change model for evaluating social programs has been acknowledged by many in the evaluation field for some time. 20–22 These sources also note the difficulty of developing accurate change models. Despite any challenges that may be encountered, any description of an intervention and its effects should begin with specification of the change model for four reasons:

(1) Constructs are abstract representations of important processes, which may be generalizable. If the goal of an experiment is to prove that an intervention “works” in general, not
just that it worked in the particular context of the experiment at hand, the intervention model must be described in general and abstract terms before operationalizing it in the specific and concrete terms used to test it.

(2). *Change models represent a network of causal connections.* The real cause of an effect is a matter of perspective: a pot of water on the stove boils because the stove is turned on, but it also boils because of the fire beneath the pot, because water molecules are excited by the heat from the fire, and because of the laws of thermodynamics as they apply to those molecules. Given the ambiguity of real cause, elements in a logic model are related not by causes but by sequence. In a change model, the designer does not have to define real causes but only indicate their presence conceptually, at whatever level of specificity is desired.

(3). *The change model delimits what is to be measured, when, and how.* Except in the most constrained laboratory conditions, one generally cannot measure every variable that may be present in the real experimental context to determine if it played a role in the causal process. Instead, one attempts to measure only elements that could plausibly play such a role (the “core intervention components”), as envisioned by the designer of the intervention or others testing it. Given that the change model represents all such elements, it can serve as a guide when creating and applying measures.

(4). *The change model can be used to guide analysis of measures.* The causal processes of an intervention might involve numerous variables, and each variable might be measured using multiple indicators, altogether yielding several separate descriptions of the causes of outcomes. By linking all indicators to constructs, the change model can suggest how multiple indicators can be combined to describe a single construct. Similarly, because the change model describes causal links among constructs, it can suggest how to combine measures of separate constructs within the intervention to quantify the cumulative “cause” of the outcome.

In short, the change model differs from and enhances the more widely employed logic model in that it consists of constructs representing generalizable processes rather than specific activities and resources, specifies causal connections rather than mere sequences of events, and includes only core components rather than ancillary supports that can then be used to identify what, when, and how to measure fidelity, and how to link it to outcomes. Specifying this model is crucial in identifying the core intervention components which are theorized to drive the effect of the intervention, and are thereby the focus of fidelity assessment.

**Components of a change model**

The general structure of intervention change models should be recognizable to those familiar with causal models. At least two types of constructs will be found in any change model: intervention components and outcomes. The intervention components are the change representations of the resources and activities that constitute the “causes” of the intervention, while the outcomes are the psychological and behavioral constructs upon which those components are expected to have their ultimate effect. Another type of change model construct is mediators, that is, any constructs in the causal path between intervention components and outcomes. If a given change model includes mediators, the intervention components cause effects on mediators, which may then cause effects on other mediators until the “chain reaction” of the intervention culminates in the outcomes. 

*It is also possible that an intervention’s developer would specify as part of its change model one or more moderators, constructs thought to influence the nature (strength) of the causal relationship between two or more constructs. However, we have omitted discussion of moderators because they are exogenous to the intervention as designed.

---
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Creating a change model necessitates identifying and describing the intervention’s core components, those elements that are unique to the intervention (as compared to a counterfactual condition) and are essential to achieving its effects. Even outside of the five-step procedure, identification and implementation of core components has been recognized as important for achieving intended effects and successfully replicating interventions. These components will vary depending on the particular intervention and even on different theories of the same intervention, but the process of identification should begin with an understanding of the theoretical basis for the intervention’s form and function (i.e., the change model). Ideally, intervention designers and researchers will develop this understanding collaboratively, discussing each individual’s interpretations of the intervention’s components and building a consensus of what the key components are and how they relate to one another. Empirical evidence is also valuable: if the intervention is a replication or involves previously studied processes, it may be possible to use implementation and outcome data from earlier research to help determine which components are essential and which are flexible or superfluous. In fact, assessing intervention fidelity through the five-step process facilitates the evaluation of individual core components by linking fidelity data to each component, which in turn allows for the refinement of the intervention model.

Change models may be represented in graphical format, as shown in Figure 2. The black box is not generally represented in the change model diagram, but it is made explicit here to emphasize the transparency of the change model. The number of mediators may be more or less; the number of distinct intervention components and outcomes may be more (but not less). Depicting the change model in this manner is not a mere convenience for the purposes of this paper: It is strongly recommended that researchers develop a graphical representation of any intervention model, supplemented with text description of the model, in order to ensure clarity and mutual understanding of the model among all involved in its development and use. In reviewing articles from the literature, nearly all interventions were with some sort of theoretical justification in narrative form. Yet, as trained readers work independently to derive a precise representation of the change model based on the same narrative, they could produce models with striking and significant differences. Such divergent interpretations among program developers, researchers, and implementers could be disastrous, especially if the incongruity does not come to light until after implementation.

The intervention components and outcomes, respectively, are the first and last links in a sort of chain, called a causal path, that can be connected directly or via other links that are mediators. The above template of change models represents one of the simpler cases in that it involves only a single chain; however, depending on the intervention, the black box could conceal multiple causal paths. An intervention with a single component might have effects on several outcomes via

---

**Figure 2**

Template for graphical representation of an intervention change model

---
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diverging causal paths, and a multicomponent intervention's effects might collectively result in a single outcome via converging causal paths. Or each component in a multicomponent intervention might independently affect separate outcomes via parallel paths. Of course, as more complex interventions are considered and additional intervention components and mediators are introduced, a growing variety of combinations of causal paths are possible.

As an example of a change model, the diagram shown in Figure 3 has been adapted from the general model presented for Project LINCS, an intervention that seeks to provide teachers with training that enhances their instruction in the subject of geometry. It is apparent from the change model in Figure 3 that the intervention components (far left) are instruction for teachers in geometry and students’ cognitive development in geometry, the impact of which is mediated, respectively, by increased teacher knowledge of geometry and student cognition, to impact the outcome of improved teacher practices.

Had the focus of this study been to study changes in student performance resulting from the Project LINCS trainings, the additional construct of improved student knowledge could have been added at the far left as the outcome, with improved teacher practices being enclosed in the black box as a mediator from increased teacher knowledge constructs to improved student performance. Furthermore, depending on how the developer or researcher conceives of the intervention’s processes, the construct of improved student knowledge might be inserted as a new mediator between teacher practices and student performance. The fact that this revision of the model could be continued almost indefinitely (perhaps adding constructs for teacher enthusiasm or student engagement) underscores the fact that the intervention model is almost never obvious and should be made explicit before planning the implementation and measurement.

**Specifying the logic model**

Once the change model is elaborated, one can operationalize its components for the purposes of a particular implementation. As previously defined, the logic model of the intervention consists of the resources and activities (both of implementers and of participants) necessary to operationalize the change model components for the treatment condition of the experiment. Because the logic model is not conceptual, the arrows in the diagram indicate how components are related in the implementation process over time rather than strict cause-and-effect relationships.

**Figure 3**

Project LINCS change model

---
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In essence, the logic model serves as a roadmap for implementing the intervention, and it is therefore far more common for a developer to explicitly describe an intervention’s logic model. As represented in a logic model, the direct activities and resources that constitute the intervention (inputs like training) lead to activities by participants (outputs like specific changes in teachers’ instruction or students’ completion of specific assignments) and ultimately to the intended results (outcomes like improved test performance). Yet, in order for the intervention model to serve as the foundation for fidelity assessment, the logic model cannot be independent of the change model. The operational model should be carefully aligned with and even proceed from the change model, each change model component being represented by one or more operational model components.

Figure 4 illustrates how the Project LINCS change model24 was modified to a logic model (as adapted from the researchers’ “applied” model). To explain the diagram, boxes with bold labels represent the concrete logic model components, while ovals with italic labels represent change model components (constructs). Logic model components operationalize aspects of particular constructs. Here, instruction in student cognitive development in geometry is operationalized by the logic model component of a research seminar based on the van Hiele model for such development, while the outcome construct of improved instructional practices is operationalized by three logic model components (what is taught, how it is taught, and characteristics displayed by teachers as they teach). Because causation takes place among constructs, the arrows in the logic model more signify sequence than causation. Note that the changes in teacher knowledge of geometry and student cognition remain unoperationalized constructs in this logic model. This model is simplified; a more realistic logic model describes activities and resources in detail, breaking them down into specific, measurable activities (see facets and indicators under Step 2), a sort of road map to implementation. A more elaborate example of constructs operationalized as logic model components and then measures is given in Figure 5 in the discussion of Step 2.

Both logic and change model components, being opposite sides of the same coin, are contained in the black box (with the exception of outcomes). Consider, too, that one can also develop change and logic models for the expected activities in the control condition; however, rather than creating indices unique to the control condition measuring deviations from business as usual, it is advised that the same general measures of treatment components be applied to the control condition. The difference between the two conditions can then be calculated as the ARS of the intervention (see Step 5 below).
Once the contents of the black box have been elucidated, they must next be measured so that they can be used to explain experimental outcomes.

**Step 2: identifying appropriate fidelity indices**

Together, the change and logic models completely characterize the intervention and constitute *the* intervention model*;* likewise, the control condition is completely characterized by its own logic models. For the purposes of conducting the experiment, however, it remains to design indices for the measurement of intervention model components. Examples of fidelity indices include self-report surveys, interviews, participant logs, observations, and the examination of permanent products created by the intervention activities. Indices are typically applied to components of the logic model to determine whether they were executed as expected, but such indices can also be conceived of as also indirectly measuring components of the change model. Latent constructs of the change model, such as knowledge or motivation, can also be assessed for expected change by assessing individuals at the appropriate times (as indicated by the change model).

Measures applied to intervention outcomes (outcome measures) produce data that indicate the effects of being assigned to the treatment condition when compared to similar measures of the control. If this analysis indicates that there is a significant difference in outcomes between conditions, then the intervention (as implemented in the particular experiment) is said to have had a

*Note that most models also involve assumptions (e.g., student characteristics) that may not be included in the graphic representation but that should be elaborated narratively.
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significant effect. As stated, the ITT model accomplishes this very well and no experimenter would argue with the need for outcome measures.

Yet outcome measures are not the only type of measures that should be applied within the experiment. Measures applied to causes in the model (e.g., fidelity measures) produce data that describe intervention fidelity, the extent to which the intervention as implemented is similar to the intervention as represented by the intervention model. Note that the initial intervention components may not be the only causes in an intervention model: when an intervention component is mediated, the mediator is both an effect of the component and a cause of a further effect. By describing the cause part of the cause-and-effect relationships represented in the intervention model and operationalized in the experiment, intervention fidelity assessment indicates how the outcomes were actually achieved and thus explains intervention effects.

Once the intervention logic models have been explicated, they serve as guides for determining what to measure and how to measure it. It might seem that developing fidelity indices would be a straightforward matter of aligning measures to elements of the logic model, merely quantifying the behaviors, resources, and events listed therein. Yet, the logic model alone is a poor guide: as a practical operationalization of the intervention, it usually includes elements that are not unique to the intervention or are so basic as to not relate directly to core components. Thus, identification of indices must begin with the constructs underlying the intervention as identified in the change model, so that each indicator is associated with core components of the intervention.

The process of deriving indicators from the intervention change model involves differentiating each **intervention component** into any **subcomponents**, deriving from each subcomponent **specific facets**, and finally identifying **indicators** of each facet. Components are simply the major constructs represented in the change model; components are often multidimensional, that is, they consist of relatively independent types of activities. For example, instruction might involve direct lecturing of students as well as designing and coordinating learning activities. These narrower and more homogeneous groupings of related activities within a component are the subcomponents, and they serve as a bridge between the broad constructs in the change model and the practical details of implementation in the logic model. These are facets (not to be confused with the facets of generalizability theory), the specific behaviors, events or resources that constitute the implementation of a subcomponent. Finally, for each facet, the researcher must decide on one or more indicators, which are to be directly measured by indices and constitute evidence of the degree to which each facet is implemented.

The value of this process is that it can ensure that each core component of the intervention is fully assessed, and that any extraneous activities are excluded from fidelity assessment. Assuming that the intervention logic models are complete and consistent, any indicator that cannot be tied back to a core component through this path (indicator to facet to subcomponent to component) can be considered superfluous and should be eliminated; any component with subcomponents that are not operationalized with facets or are not assessed with matching indicators can be considered underevaluated and should lead to the identification of additional indicators.

The Reading First Implementation Evaluation provides a comprehensive example of deconstructing components into indicators. Reading First studied elementary schools as they implemented a range of elementary reading programs sharing several scientifically based components: (1) reading instruction, (2) support for struggling readers, (3) assessment, and (4) professional development. Each of these components was described in terms of several subcomponents, such as reading instruction consisting of (1.1) instructional time, (1.2) instructional materials, and (1.3) instructional activities and strategies. Each of these subcomponents was further broken down into the major measurable characteristics of the subcomponents, with instructional materials being operationalized as five facets: (1.2.1) changing materials to meet standards, (1.2.2) the quality of materials used, (1.2.3) assigning responsibility for selection of materials to appropriate staff, (1.2.4) using a single core reading program across the school, and (1.2.5) using supplemental reading programs for additional, targeted instruction as needed.

---
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facet was matched with one or more indicators for measurement, as with the facet of a single core reading program, which had three indicators (with noted indices): (1.2.4.1) the number of core reading programs (items on surveys of principles and reading coaches), (1.2.4.2) whether the core reading program was aligned with SBRR standards (items on survey of reading coaches), and (1.2.4.3) whether teachers were experienced with the core reading program (items on survey of reading coaches). This example is illustrated in Figure 5.

Table 1 shows that the number of indicators per facet varies widely among facets (ranging from 1 to 8). The number of indicators should reflect the complexity of the intervention components, subcomponents, and facets, but a certain minimum number of indicators must be used to assess any one facet in order for measures to be reliable (see Step 3). Also, the total number of indicators across all components is rather large (173). This is a reflection of the great breadth of the Reading First interventions, but also emphasizes the need to follow a systematic process for eliminating unnecessary items.

**Step 3: determine index reliability and validity**

It is vital that researchers employ fidelity indices that are established to be reliable and valid. In reviewing elementary mathematics intervention studies, manuscripts frequently do not report or reference instrument reliability, and descriptions of index validity are even more rare. Reliability should be established at a minimum, because unreliable measures cannot be valid.

**Reliability**

Reliability may be enhanced by using multiple methods for measuring individual model components. For example, teacher self-report may be a more biased measure of teacher practices

<table>
<thead>
<tr>
<th>Components</th>
<th>Subcomponents</th>
<th>Facets</th>
<th>Indicators (average number of indicators per facet)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reading Instruction</td>
<td>Instructional Time</td>
<td>2</td>
<td>2 (1)</td>
</tr>
<tr>
<td></td>
<td>Instructional</td>
<td>5</td>
<td>15 (3)</td>
</tr>
<tr>
<td></td>
<td>Materials</td>
<td>8</td>
<td>28 (3.5)</td>
</tr>
<tr>
<td></td>
<td>Instructional Activities/Strategies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support for Struggling Readers (SR)</td>
<td>Intervention Services</td>
<td>3</td>
<td>12 (4)</td>
</tr>
<tr>
<td></td>
<td>Supports for Struggling Readers</td>
<td>2</td>
<td>16 (8)</td>
</tr>
<tr>
<td></td>
<td>Supports for ELL/SPED</td>
<td>2</td>
<td>5 (2.5)</td>
</tr>
<tr>
<td>Assessment</td>
<td>Selection/Interpretation</td>
<td>5</td>
<td>12 (2.4)</td>
</tr>
<tr>
<td></td>
<td>Types of Assessment</td>
<td>3</td>
<td>9 (3)</td>
</tr>
<tr>
<td></td>
<td>Use by Teachers</td>
<td>1</td>
<td>7 (7)</td>
</tr>
<tr>
<td>Professional development Totals:</td>
<td>Improved Reading Instruction</td>
<td>11</td>
<td>67 (6.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>42</td>
<td>173 (4.1)</td>
</tr>
</tbody>
</table>
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in a certain case, but it may also allow the researcher to get at elements of the implementation that classroom observations may not be able to detect reliably or might even influence inadvertently. In such a case, using multiple measures (or a single measure with multiple items) with minimally correlated measurement error better allows for measurement of the underlying construct. Depending on the indicator and context, multiple measures may be completely different methods (e.g., observations and self-report surveys), similar methods applied to different individuals (e.g., teacher surveys and student surveys), or even merely different items in the same scale.

The number of measures required to achieve a desired level of reliability for measuring a construct may be determined using the internal consistency of the items. The classic approach is to employ Cronbach’s alpha.29 Given modestly correlated items, only a few items can yield a reasonably large alpha coefficient,30 as shown in Figure 6.

One may also determine the number of required measures or individuals to be sampled for reliably measuring a construct by employing generalizability theory,31,32 which determines the number of items, observations, or individuals needed to achieve the desired level of generalizability.33,34

Another issue relating to the number of items used to measure an indicator is the need to fully capture variance in implementation. A single item or single instance of measurement may not fully reflect even a simple activity or may underestimate the variability of its implementation. This deficiency can result in overestimating or underestimating fidelity, and also limits linking fidelity levels to outcomes (see Step 5). The use of summated scales35 is therefore recommended rather than single items to characterize facets of the intervention. In addition, increasing the number of measurement occasions can increase precision of fidelity estimates, as well as the statistical power to detect relationships between fidelity and outcomes.

Validity

Validating a measure of implementation can be difficult, but it is important that researchers at least attempt to establish content validity, the extent to which a measure adequately represents the construct of interest.33,36,37 Given that a major purpose of assessing intervention fidelity is to ensure that valid conclusions are drawn from an experiment about the intended intervention, a fidelity instrument lacking in content fidelity would undermine this purpose completely. Just as it is

**Figure 6**

Determining the number of measures needed to achieve high reliability
valuable for developers to be involved in defining core components of the intervention and creating the change model, developers can make important contributions to the design of valid measures of model components. Indeed, those who created the intervention are likely to have a deep understanding of the constructs’ salient, observable features.

Content validity is often assessed during development of the instrument through a validation study, with a panel of experts following a predetermined framework for evaluation. For example, to establish the content validity of a survey of student motivation, experts on the various theories of motivation and its measurement would be employed. Face validity, the extent to which an instrument appears to measure what it purports to measure, may be established for the measure in addition to content validity or instead if limited resources prevent developers from assessing content validity. Face validity can be established by evaluation of the measure by those familiar to the setting or subject to the measure, for example having teachers review a measure of student motivation.

The fidelity measure development and validation process described by McGrew and colleagues was quite robust. Seeking to develop a fidelity measure for the assertive community treatment (ACT) mental health program model, the authors culled important model characteristics from sources in the literature and a one state’s quality assurance form. The resulting list of 73 items in seven categories was presented to a group of twenty ACT experts who rated each characteristic’s relative importance on a 7-point scale, specified ideal standards for each model characteristic (e.g., size of treatment team, frequency of contacts), and suggested additional characteristics. The IFACT fidelity measure, consisting of three subscales totaling 14 items, was then created based on the ratings, although the feasibility of collecting relevant program data resulted in the omission of many items rated as important. Items were scored from 0 to 1, representing the proportion a program component met the ideal standards specified by experts. Finally, the IFACT was validated by using it to evaluate four generations of ACT programs, each representing a later wave of model rollout. As expected, the results indicated that fidelity as measured by the IFACT was significantly correlated with program outcomes for reducing hospital stays, and both fidelity levels and program impact showed a significant downward linear trend over successive generations.

When developing a fidelity measure specifically for use in an RCT of an intervention, one often does not have the luxury of employing such a thorough development and validation process in advance (for a valuable discussion of issues that may arise and numerous examples of establishing reliability and validity for fidelity indices, see Mowbray et al.). However, following the five-step process helps to ensure valid instrumentation because it requires one to base items on core components identified by program change and logic models (which should already be aligned with models in the literature and expert opinion).

**Step 4: combining indices**

A thorough assessment of intervention fidelity is likely to involve multiple fidelity measures. This is true even when only a single intervention is implemented once and described by only one change model, because most interventions are designed to include multiple core components and, crucially, most of the constructs that interventions seek to manipulate are complex. Elaborating on the Project LINCS, one may measure separately the presence of, or change in separate constructs in, the change model (geometry instruction and student cognition instruction), which would lead to multiple fidelity scores (an index of geometry course implementation and index of research seminar implementation) that could be considered separately or combined for an overall fidelity score (an index of Project LINCS implementation). Applying multiple measures to multiple components, in addition to bolstering validity, also facilitates fidelity data analysis (Step 5 below): here, one could correlate the overall fidelity score with outcomes to see how much they covary, or one could regress outcomes on the measured components to determine the proportion of variance in outcomes explained by each. The separate analytical methods answer distinct questions about fidelity with important applications.
The example of how Reading First\textsuperscript{20} deconstructed a very complex construct into individual facets and indices also illustrates why multiple measures may be required. The construct of “scientifically based reading programs” was conceptualized as being so complicated that it was divided into a hierarchy of four components, ten subcomponents, and 173 indicators. Each indicator was measured by scoring survey items, and these scores could be aggregated (averaged) up to the level of subcomponents (ten scores), components (four scores), or construct (one score). Different score levels could be analyzed with different weighting schemes and linked to outcomes using methods of varying complexity, ranging from simple correlation and regression to an ambitious structural equation model.

Multiple measures may also arise from using multiple methods (e.g., surveys and observations) for the same indicator or the same method with different types of respondents (e.g., surveys of both principals and coaches to determine number of core programs), with the combined measure being more reliable than each taken separately. Crucially, indices of fidelity need to be combined to reflect that they measure the same core component, not merely because they happened to be measured using the same instrument or method. For example, if a child behavioral intervention has two core components for changing behavior toward adults and behavior toward peers, and both components were measured with a child self-report and an observation, then the index of fidelity to peer-related activities will be made up of both the relevant self-report items and the relevant observation items, and the same for adult-related activities. This allows the researcher to evaluate the implementation and effectiveness of each core component individually, and avoids bias due to the type of measure.\textsuperscript{7} As Abry et al.\textsuperscript{41} demonstrated, creating fidelity indices based on core components instead of by measure increased the variance explained when predicting outcomes in an elementary school intervention.

There are several options for combining indices. Frequently, researchers take a basic approach like summing across indices and calculating the percent of components implemented, as with items in an instrument. Another fairly direct approach is to average the results of several measures, as with multiple observations. Each of these methods of combining indices may be reasonable, yet researchers should be careful that choice of method is driven by the underlying theory of the intervention, or else they may risk giving inappropriate weight to minor indicators. For example, Fuchs and colleagues\textsuperscript{42} had observers assess fidelity to their Peer-Assisted Learning Strategies (PALS) intervention using a behavior checklist, with fidelity being calculated as the percentage of checklist items observed. Yet, items on the checklist are given equal weight regardless of the apparent magnitude of their respective roles in affecting intervention outcomes: “teachers provide appropriate corrective feedback,” is weighted the same as whether students “replace materials in folder” at activity completion. Both items then receive equal weight when the percentage of present components is calculated, despite the likelihood that teacher feedback has more impact on PALS learning than does putting away materials. As a result, such a checklist may overestimate relevant fidelity if superficial, easy-to-implement components are being implemented while more critical, difficult-to-implement components are less reliably implemented.\textsuperscript{*}

Likewise, simply averaging fidelity scores across multiple measures of the same component or different components over time may be inappropriate if the change model indicates that the activities at one time are more crucial to effecting outcomes than the activities at another time. For example, the MAP intervention\textsuperscript{43} calls for teachers to be in attendance at four training sessions across 1 year in order to provide them with the skills and knowledge necessary to implement the differentiated instruction program. One approach would be to weight the indicator of teacher attendance equally (0.25) for all four sessions. Yet, the sessions were not equal in terms of content and timing, as displayed in Table 2.

\textsuperscript{*}While this example illustrates the problem in principle, it is unlikely to have inflated fidelity in this particular study given that the proportion of non-core items was relatively small and significant results were obtained.
Note that the initial session is mainly an introductory session on using materials (which would be reinforced throughout the year), while the fourth session takes place after outcome data have already been collected. In discussions with the MAP developers, the researchers were able to determine a weighting scheme (far right column) that more accurately represented the extent that each logic model component (individual sessions) represented the core component (teacher training) as it impacted other constructs along the causal path of the intervention’s change model (e.g., change in teacher knowledge, change in teacher behavior).

When different indices are weighted for combination, guidance for determining the weights may come from one or more sources. The intervention developer may be able to explicitly indicate the relative importance of different components, as above, or this information may be apparent from theory. The magnitude of the role individual components play in achieving effects might also be determined empirically by examining the results of previous studies. Another approach would be to conduct a sensitivity analysis using the data from the present experiment, adjusting the weights of components to optimize their prediction of outcomes.

Regardless of the approach for determining weights, as well as the rationale for selecting that approach, they should be reported along with the combined indices for interpretation.

**Step 5: linking fidelity measures to outcome measures**

Indexing levels of intervention fidelity provides a means for describing the extent to which the intervention as implemented (the actual cause) resembles the intervention as designed (the theoretical cause), which in turn provides an explanation of how assignment to condition resulted in some difference (or lack of difference) between conditions. When uniformly high fidelity is achieved, it is not possible to proceed further: fidelity indices are affirming that the model was followed and accurately describes the intervention process. For example, mean fidelity in the Fuchs et al. study described above was greater than 95% at all observations for both teachers and students, leaving no option but to declare fidelity as high and the model a valid explanation for effects.

Affirmation of total fidelity is a valuable finding, but imperfect fidelity is common, and achieving perfect implementation is increasingly difficult as interventions become more complex. For example, Wilson et al. found that implementation problems were reported 37% of the time for treatment-control comparisons of anti-bullying programs, and Tobler found a rate of 29% among drug prevention studies. A meta-analysis of 59 prevention and health interventions for youth found that most studies achieved no more than 80% implementation and none achieved 100% implementation, although many of these studies were conducted by nonresearchers. There are good reasons to believe that actual rates of flawed implementation tend to be greater than what has been reported: measures of fidelity may be superficial (or at least not checking all components of the intervention, including processes), problems may go unmentioned in cursory reports, and most importantly, variation in fidelity can only be identified when it is measured. It is reasonable to

<table>
<thead>
<tr>
<th>Session</th>
<th>Month</th>
<th>Content</th>
<th>Initial Weight</th>
<th>Adjusted Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session 1</td>
<td>September</td>
<td>Administration</td>
<td>0.25</td>
<td>0.10</td>
</tr>
<tr>
<td>Session 2</td>
<td>October</td>
<td>Data use</td>
<td>0.25</td>
<td>0.30</td>
</tr>
<tr>
<td>Session 3</td>
<td>November</td>
<td>Differentiated Instruction</td>
<td>0.25</td>
<td>0.50</td>
</tr>
<tr>
<td>Session 4</td>
<td>May</td>
<td>Growth and planning</td>
<td>0.25</td>
<td>0.10</td>
</tr>
</tbody>
</table>
expect that fidelity levels may be lower for studies in which they have not even been measured, and meta-analyses have found that treatment effect sizes are substantially greater when implementation monitoring was reported, regardless of actual levels of fidelity.\textsuperscript{46,47}

The presence of infidelity allows for further analyses linking fidelity measures to outcome measures, revealing how differences in fidelity may be associated with differences in outcomes. Recall that, when intervention models were discussed above, it was noted that it is possible to construct models of both the intervention condition and the control condition based on distinct expectations for each. In principle, then, it is possible to measure fidelity to each of the respective models using different indices; that is, fidelity to the treatment model in the treatment group and fidelity to the control model in the control group. However, an approach more useful for the analysis of fidelity is to apply the indices for treatment fidelity to both conditions. Underlying this approach is the notion that, just as the effect of the intervention is defined as the difference in outcomes between treatment and control, fidelity of implementation may be defined as the difference between components implemented for treatment and control groups. It therefore follows that, when the same or similar indices are applied to both conditions, the difference between the two measures will represent the extent of differentiation between conditions with respect to the intervention model, which is the intervention’s ARS.\textsuperscript{14} Infidelity within the treatment group will degrade the ARS of the intervention as implemented, as will contamination within the control group.

If this approach is to be employed, the change model will guide the researcher in distinguishing core components of the intervention, which are essential for the intervention’s effectiveness and therefore should be measured, from components that are merely supportive or that ought to be common to both conditions and therefore would not contribute to ARS. A caveat to this approach is that some intervention components (or the indices thereof) are too specific for it to be sensible to apply identical indices to both treatment and control. In such cases, it may be necessary to adapt individual items in a treatment fidelity measure for the control, so that adapted items measure not the particular logic model component but its equivalent operationalization of the construct in the control condition. For example, if one is measuring implementation of a particular method of differentiated instruction in the treatment group, the equivalent control index may need to account for more generalized instances of the construct (e.g., ability grouping or individualized assignments). A complete explanation of ARS calculation, together with an example of its application for analyzing experimental findings, is given by Hulleman and Cordray.\textsuperscript{14}

It must be emphasized that these analyses are correlational and not causal, but they can provide several tools for interpreting experimental results. When an intervention did not achieve significant results in comparison to control, linking fidelity to outcomes may indicate weak links in the implementation: components that were not fully implemented and thus lessened the difference between conditions. Developers can use this information, together with other evaluation data, to design and incorporate support mechanisms that will bolster implementation of these components in the future. (i.e., implementation drivers).\textsuperscript{6}

Conversely, if significant results are achieved despite specific components being weak links in implementation, this is an indication that either: (a) there is potential for boosting effects even further by better supporting implementation of these components, or (b) the components of the change model with lower implementation are not truly core components that are crucial for achieving outcomes. The choice of interpretation between these two options, based on evaluation data, theory, and judgment, will determine whether it is the implementation or the model that is altered.

A third advantage to linking fidelity with outcomes is the ability to determine empirically a cutoff point for sufficient fidelity: that level of fidelity above which variation in implementation has little impact on outcomes. Each component of the intervention may have a different cutoff point, with the most essential components expected to require the highest levels of fidelity. However, evidence that some components have more flexibility could serve as a guide for future
implementers, for example by telling teachers which aspects of a program they can adapt and to what extent.

As noted under Step 3, linking fidelity to outcomes requires that indices have the ability to detect variance in implementation of the intervention. If indices of intervention components involve rating intervention activities on a binary scale (e.g., enacted or not enacted) or with a single item, then there is a risk that the index cannot detect sufficient variance in implementation to link it to outcomes. It is therefore wise to employ counts, Likert-scale items, and summated scales to ensure that all relevant variability is captured and can be linked to outcomes.

Examples of researchers statistically linking fidelity measures to outcomes are not abundant in the education research literature, with most researchers merely noting potential weaknesses in implementation and speculating on possible impacts. Among these examples is a randomized field trial by Connor et al. that sought to establish the effectiveness of Assessment to Instruction (A2i) web-based software to guide teachers in properly differentiating early reading instruction. A2i algorithms are based on prior research that students with low letter–word reading skills benefit more from instruction that is teacher-managed (TM) and code-focused (CF), while more advanced readers benefit from increased amounts of child-managed (CM), meaning-focused (MF) instruction. A2i assesses students regularly and provides teachers with daily child-specific recommendations for the amount of each type of instruction needed, optimal groupings of students for reading instruction, and recommended lessons and activities drawn from the school's reading curriculum. Training consisted of two workshops, biweekly coaching from researchers, and collaborative professional development, all delivered to treatment but not control teachers.

Fidelity of A2i use was measured as minutes; teachers were logged in to the computer system, as revealed by computer logs. Fidelity of instruction differentiation was rated by researchers who had observed treatment classrooms biweekly from December to February (control classrooms were rated 0 regardless of classroom observations). Outcomes were assessed with the Woodcock Johnson Tests of Achievement—III, administered in August, January, and May. Because students were nested within classrooms, Hierarchical Linear Modeling was used to analyze fidelity and outcomes. Comparing intervention and control conditions, the intervention resulted in an effect size of 0.25 on student achievement. When both groups were combined, the amount of time teachers used the A2i software accounted for 15% of the variance in student outcomes. Given that all treatment teachers attended professional development but gains were greatest among treatment teachers who most used A2i, the authors were able to conclude that both components were essential to achieving the intervention effect.

Several more examples of methods for linking fidelity with outcomes in the analysis include:

- Conducting an ANOVA both with and without the lowest-fidelity classroom to determine the extent that it impacts overall results
- Determining the correlation of the overall index of fidelity with each student outcome to determine which is most impacted by fidelity
- Determining the correlation of specific implementation behaviors with a single outcome to determine the impact of each
- Conduct a trend analysis of implementation to show how it varies over time, and correlate implementation and outcome trends to show how they covary

**Implications for Behavioral Health**

Behavioral health interventions range from multisite community programs with multiple components and flexible activities, to one-on-one psychotherapeutic sessions with behaviors
prescribed by the minute. The five-step process for assessing fidelity can be applied to either case or any example between: when an intervention is broad, model-based assessment facilitates the identification of specific and meaningful indicators of fidelity; when the intervention is detailed and specific, the five-step process guides the analysis of fidelity data by combining individual items that represent the same construct. The important distinction made by this process is that fidelity assessment needs to be model-based, and not simply measures of best practices. This brings a very specific process for articulating what is to be measured (from constructs to activities to indicators to indices), a process that guides consistent transitions between those pieces—pieces that can be found separately or less systematically in the behavioral health literature but now have been combined in a way that complements the causal model.

Schoenwald and colleagues describe in detail an approach to fidelity assessment in the context of mental health that includes the steps of identifying core components, determining who will measure fidelity and how, collecting fidelity data, and creating a summary fidelity index. The five-step process can be seen as an elaboration on this approach, one which is only enhanced by their in-depth explication of how fidelity can be coded and scored in the clinical setting.

The discussion of intervention fidelity has focused on developing instruments to collect summative data for descriptive and analytic purposes, but fidelity instruments can be used for other purposes that may be particularly relevant for behavioral health interventions. Practical or ethical considerations may lead researchers in health or other fields to employ fidelity measures formatively to provide feedback that can boost implementation. When researchers intervene to manipulate fidelity, the notion of intervention fidelity must be reinterpreted: implementation is no longer the simple effect of assignment to condition, and recorded levels of fidelity and consequent outcomes may not reflect levels and outcomes that would be achieved in the real world without researcher support. Such an experiment might be seen as demonstrating whether the intervention is capable of functioning effectively under ideal conditions, perhaps as a prelude to full-scale deployment (i.e., an efficacy study).

In addition to identifying well-implemented programs, fidelity measures can be used to discriminate between related programs within specific areas of behavioral health intervention. For example, Bond et al. point out that similarities in psychiatric rehabilitation programs have created ambiguity in the literature. They give the example of the DACTS fidelity instrument being used to distinguish between different types of assertive community therapy models and to show when nominally different models may not be significantly different in application.

Other uses of fidelity assessment lie outside of the experimental context entirely. Fidelity measures can be employed by clinicians and program staff in order to track performance and identify opportunities for improvement; by outside evaluators, administrators, or funders to monitor implementation; or to guide the adoption of unfamiliar programs or practices. These applications of fidelity assessment largely lie outside of the scope of intervention fidelity as defined here, but many of the same principles apply for developing instrumentation. In fact, instrumentation developed according to the five-step method for use in the context of an experiment can later be adapted and packaged with the intervention as an additional component for tracking and boosting fidelity.

Conclusions

When considering fidelity assessment, researchers must wade through a hodgepodge of approaches and methods, often forced to resort to the sort of unsystematic assessment of the cause that would never be tolerated when assessing outcomes. The five-step process presented herein provides a systematic approach to fidelity assessment that is adaptable to a variety of interventions, experimental designs and
research questions. The researcher applying this process of fidelity assessment begins by answering the question, “Fidelity to what?” and is carried forward from specification to measurement to analysis, with a multitude of tools and options at each step. Admittedly, this approach is best employed from the planning stage of a study, and it is a challenge to try to mold one’s results retroactively to the template provided. Nonetheless, each step of the process provides some insight for those with extant data searching for the best methods for analyzing and interpreting it.

In order to achieve the best outcomes for society, researchers must be able to differentiate between interventions that can be effective when implemented as designed and those interventions that are simply ineffective. The methods discussed in this paper assist in that identification within the context of an experiment, both by attributing outcomes to the actual activities that constituted the treatment (as opposed to the theoretical or planned activities) and by allowing for estimates of the relationship between high implementation (where present) and positive outcomes. Yet, identifying quality interventions is not enough: once an intervention is scaled up for real-world implementation, weaknesses in implementation are likely to grow and positive intervention impacts weaken. Thus, in parallel with measuring fidelity, researchers must also attempt to minimize infidelity. A number of papers have identified factors that either help or hinder implementation, including components of the intervention’s logic model and qualities of the intervention context. As this research develops, it should become clear how new interventions can be better designed to improve their chances of being implemented well. Even existing interventions can have their logic models revised to include drivers of implementation, a step that might be taken after demonstrating effectiveness but before scale-up.
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